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Outline

Challenges with 
Measure Concept 
Extraction

Defining/Extracting 
Concepts Through 
Artificial 
Intelligence



The Challenges 
with Measure 
Concept 
Extraction



    



Concepts are inherently noisy

Concepts are often complex and not captured in 
a standardized format

Concepts are often only embedded within 
unstructured data

 



Defining 
Concepts 
Through AI



How Do We Identify/Define Acute Pulmonary 
Embolism?

Traditional Method

• Utilizes ICD codes for diagnoses in 
administrative claims data.

• Dependent on the accuracy of the 
healthcare provider's diagnosis.

• Straightforward for billing and 
epidemiological tracking.

• Does not account for undiagnosed 
cases or misdiagnoses.

• Limited to information that is 
formally documented and coded.

AI Algorithm Using Structured Data

• Analyzes structured data 
elements like ICD codes, lab 
results, and vital signs.

• Employs pattern recognition to 
identify instances of "pulmonary 
embolism."

• Potentially more accurate by 
correlating various structured 
data points.

• Limited by the availability and 
quality of structured data.

• Does not incorporate clinical 
nuances present in free-text 
notes.

NLP/AI algorithm Using 
Unstructured Data

• Processes free-text clinical notes, 
radiology reports, and other 
narrative documents.

• Extracts contextual information 
indicative of "pulmonary 
embolism."

• Can identify risk factors and 
clinical observations not found in 
structured data.

• Requires advanced NLP tools to 
interpret complex medical 
language.

• Computationally intensive but 
provides a deeper clinical picture.



  



Set 
Relationships 

between 
Structured 

Data Elements



AI/NLP Method 
Unstructured Data



PEFinder: NLP Program and Performance Characteristics



AI Method 
Structured 
Data



 



  





Predictive Performance Across Various 
Methods



How Do 
Identify PE 
Signs and 
Symptoms?



Takeaways



Thank you!

richard.taylor@yale.edu

mailto:richard.taylor@yale.edu


Using Large Language Models (LLMs) to 
Generate Mechanism Maps

Jeff Geppert, geppertj@battelle.org 
Battelle
March 5, 2024
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What is Generative AI?

• Definition: AI models that emulate the structure and characteristics of input data 
to generate derived synthetic content, including images, videos, audio, text, and 
other media 
 Uses Large Language Models (LLM)

 E.g., ChatGPT (https://chat.openai.com)

• Emerging Gen AI Use Cases
 Create content – enhance transparency, equity, up-skill, “first-draft”
 Elaborate, annotate, synthesize – enhance reasoning
 Automate – enhance productivity

• Gen AI Best Practices
 Ontologies and verifying claims – maximize benefits, mitigate errors
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https://chat.openai.com/


What is Generative AI? Cont.
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Model Input – CMO Ontology
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Context Mechanism 
Complex

Measure 
Focus

Material 
Outcome

Importance
(“Would”)

Scientific 
Acceptability

(“Should”)

Usability
(“Could”)

Harm

Net Benefit

Target 
Population

Ontologies are a negotiated 
framework through which to 
automate interactions with an 
LLM



Model Input – CMO Ontology Cont.
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Model Output - Verifying Claims  

• Measure developers and/or measure stewards make certain explicit or implicit 
assertions or claims about the potential benefits and risks/harms associated with 
measure use

• In general, there are three top-level claims related to measure properties 
necessary for a measure to yield positive net benefit to persons and entities:
 Would claim: Person or entity would make decisions based on the measure because the 

measure focus is associated with a material outcome (end/importance)

 Should claim: There are known and effective ways of selection or improvement that the person 
or entity should use (ways/scientific acceptability)

 Could claim: Any barriers or facilitators to whether the person or entity could use those ways are 
known and addressed (means/usability)
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What is made explicit? Causal Claims
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• A is a cause of B
 A: an intervention (drug, device, procedure, 

quality program, service delivery model, 
payment model)

 B: an outcome (mortality, morbidity, harm, 
functional status, patient experience, workforce 
burden, measure focus)

• Association claims
 A is correlated with B

• General mechanism claims
 A is responsible for B

 Accounts for the association
Source: Shan, Y., Williamson, J. (2023). Evidential Pluralism in the Social Sciences. United States: Taylor & Francis.



What is made explicit? Causal Claims Cont.
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Use LLMs to Generate Mechanistic Claims

• Would you describe a logic model for [increasing, decreasing] the likelihood of 
[measure focus] in the [target population]?

• For example,
 Measure focus: persons receiving hemodialysis 

 Target population: receiving Arteriovenous fistula (AVF) vascular access

 Would you describe a logic model for increasing the likelihood of receiving Arteriovenous fistula 
(AVF) vascular access in this persons receiving hemodialysis ?
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Certainly! Hemodialysis is a life-saving treatment for patients with end-stage renal disease (ESRD). To perform hemodialysis, patients require a 
reliable and efficient means of vascular access, which allows blood to flow from the patient to the dialysis machine and back. There are three 
main types of vascular access for hemodialysis:
  1. Arteriovenous fistula (AVF)
  2. Arteriovenous graft (AVG)
  3. Central venous catheter (CVC)
The arteriovenous fistula (AVF) is created by directly connecting a patient's artery to a vein. Over time, the vein enlarges and thickens, 
facilitating the drawing and return of blood during dialysis.
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Next Steps

• LLMs are useful for generating claims, particularly in areas that are not as fully 
addressed in the published literature: harms, mechanisms, and context

• A more explicit articulation of mechanisms is a complementary (substitute?) 
approach for establishing validity in addition to correlation (association) studies
 A claim that a correlation between Measure A and Measure B establishes the validity of either 

Measure A or Measure B should be supported by a mechanism map that justifies that claim

• Claims generated by LLMs are “first drafts” and should be supported with 
evidence, which includes expert review
 A mechanism map/logic model should be an output of the Technical Expert Panel (TEP)

 A more robust form of “face validity”

 The aim is “plausibility” and “usefulness” for making decisions 
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AI & QI
Pierre Barker (Senior Sponsor), Gary Kantor (Faculty), Jeff Rakover (Research 
Lead), Marina Renton (RA)

Institute for Healthcare Improvement



Before We Begin

The tools we discuss today 
are fun and easy to use, but 

be sure to check your internal 
IT policies about which tools 
you may use for professional 

purposes

Thanks to our thought 
partners (interviewees, 

colleagues, and those joining 
us today

Terminology: "Artificial intelligence" (AI) can mean 
many things—from robotics to machine 

learning.  We are focused here on the AI tools that 
have gained prominence in the past ~one year 

after the release of OpenAI's ChatGPT—these are 
"large language models" (LLMs) that use 

statistical processes to generate (mainly) textual 
and numeric responses to user queries.



Project Aim and Background

(1) Understand potential benefits of AI for QI work
(2) Build use cases
(3) Understand risks and brainstorm mitigation strategies
(4) Build guidance for the field

Note on Scope: Protecting ourselves from the risks of AI  (across sectors) will require a 
robust public policy response and a proactive response from organizational leaders. We are 
almost certainly far behind where we need to be.  Our research focus was not public policy, 
but we acknowledge its importance to the current and future AI outlook. 

INTERVIEWS

LIT SCAN

REAL TIME 
TESTING



Quality is everywhere in the news…

What does quality 
mean today? 



The AI connection

We believe that generative AI is going to radically transform how healthcare systems 

(and other organizations) approach quality.

Why? 

Because AI helps with activities like:

• Collecting data (in real time) on the behavior of service producers and service users 

(e.g., ambient listening, remote monitoring, documentation)

• Conducting rapid analyses, identifying problems, making suggestions

• Ultimately making quality control, improvement, and planning more accessible to 

everyone



How pervasive is Gen AI now?

AMA Survey: 38% of physicians were using AI as of August 2023 (most common uses: 

creating discharge instructions, care plans, progress notes; documenting billing codes, 

medical charts, or notes; translation; assistive diagnosis)

KLAS Research: “In general, the number of organizations adopting generative AI 

solutions is relatively small, and most who have adopted say it is still too early to report 

outcomes….Although only 25% of interviewed respondents have implemented 

generative AI solutions, 58% say their organization is likely to implement or purchase a 

solution within the next year.” 

https://www.ama-assn.org/press-center/press-releases/ama-physicians-enthusiastic-cautious-about-health-care-ai
https://klasresearch.com/report/generative-ai-2023-what-are-organizations-current-adoption-and-future-plans/3296


AI and Quality outside Healthcare

• GenAI already coming into play as quality tool outside healthcare

• Quality assurance for those who work in customer service (after the fact review of 

calls for quality of interactions)

• Co-pilot for programmers:  making suggestions in real time to prevent 

problems/errors



Likely direction for healthcare…

Quality Control & Assurance Quality Improvement Quality Planning

• Monitoring clinical interactions 
against standard operating 
procedures and clinical best 
practice to identify gaps as 
they happen and prompt 
intervention

• Customized interventions that 
facilitate care transitions (e.g., 
discharge 
preparation/education)

• Potentially, use of video 
monitoring to identify risks 
before they turn into problems 
(e.g., central line insertion)

• Application of Gen AI to make 
QI work faster, more accessible

• Automatic data review (e.g., 
use of AI agents that run data 
on an intentional, periodic 
basis) to identify problems, 
opportunity for quality 
improvement (e.g., 
automatically updating run 
charts or SPC charts and 
identifying unwanted variation)

• Making QI teaching more 
accessible (via AI-assisted 
personalized coaching)

• Chatbots enable broader 
touchpoints for patient and 
family feedback (e.g., Juno tool 
for AI-user led interviews); 
more iterative/interactive than 
survey questions

• AI enables faster synthesis of 
large amounts of qualitative 
feedback (e.g., focus groups)

• AI can support brainstorming 
to translate feedback into 
actionable opportunities (e.g., 
measures to include, strategic 
aims or goals)



QI Chatbot as a Coach

Used a 
“Prompt 
Persona”

Help me 
finish daily 

tasks
Helpful 

response!



 





































 



SPC Chart 



Prompt:  “Build a process 

map for a hospital stepdown 

unit.  Note that some of the 

processes (e.g., process 

care planning, daily 

monitoring and treatment) 

happen in parallel.”



Other Examples

1. Pareto analysis

2. Run chart

3. Cause & effect diagram

4. Driver diagram



Six key risks and problems

1. Inaccuracy:  AI is an associational predictive model; sometimes its predictions are wrong.  E.g., 1+1 = 3

2. Hallucination:  AI makes things up sometimes (e.g., a citation to a paper that doesn’t actually exist) that look credible   

3. Privacy violation:  Many AI tools take ownership of any data you input (e.g., they use the data to generate more predictions).  This 

means the information you put in comes into the public domain.

4. Status quo bias:  AI tools make use of what already exists in information systems like the internet.  That means they often produce 

information that reflects the status quo rather than coming up with creative or new thinking.

5. Inequity:  Related to #4, AI can exacerbate inequities by continuing to reenforce biases existent in information systems like the 

Internet (what is out there is already biased).

6. Lack of evidentiary discernment:  Different from #1, AI may not weight the relative quality of information it provides.  If you ask it for 

change ideas, it may not provide you with the most evidence-based ones, or give you a sense of which have the best data behind 

them. 

7. Surveillance:  Especially for QA/QC, these technologies may turn healthcare settings into ones where providers feel constantly 

monitored, which could be disastrous for staff experience



AI & QI Guardrails – A Starting Point 

1) Use AI as an “extender” – it should complement what current staff are doing.  Do not use it as a reason to downsize or 

eliminate already resource-strapped quality departments.

2) Assume that AI is centering dominant perspectives (e.g., white, male. Heteronormative, cis).  Be ready to counter this by 

utilizing suggestions from our work on anti-racism and QI. Apply an anti-racist lens to its products, and deploy context experts 

and people with lived experience to analyze and scrutinize what it develops in order to counter bias and support innovative 

thinking.

3) Assume that AI poses an inherent risk to patient safety as a fallible system that hallucinates and produces inaccurate 

information.  Whenever applying AI in a context that is patient-care-sensitive (e.g., producing change ideas that have possible 

safety implications), ALWAYS scrutinize the output together with subject matter experts.

4) Assume AI wants your data. Never share proprietary information with AI, and absolutely never share PHI.

5) Ensure humans are making decisions.  Use AI to help when tasks are relatively clearcut and you can define an “A to B.” 
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Battelle – It can be done
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